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The Problem
Statement 

Historically, experts opine that RBI communications, especially in the form of monetary
policy statements, show an impact on the market. Our project aims to leverage machine

learning to quantify these communications in the form of a sentiment score and predict their
impact across financial indices.  This would equip risk bearing individuals to make better

investment decisions in the long run.  



The Purpose
 Central banks influence the economy through both
direct actions and shaping market expectations via
nuanced communication.

Managing market expectations:

Central bank communications provide insights into
their policy stance, objectives weighting, and decision
rationale.

Interpreting Policy Stance and Rationale:

Assessing Transparency and Credibility:
Analyzing central bank language clarity and
consistency gauges institutional credibility and
transparency, enhancing policy effectiveness and
accountability.

Mohan, R., & Ray, P. (December, 2009). Communications in Central Banks: A Perspective.1.



Literature Review



Review:

Context: The paper explores the impact of People's
Bank of China (PBC) communication tone on the
stock market.

ML Approach: bag-of-words approach combined with the financial dictionary by Loughran and McDonald
(2011) to identify negative words quantifying the relative degree of negative or positive tone. 

PAPER 1:

Bennani, H. (n.d.). Does People's Bank of China communication matter? Evidence from stock
market reaction☆. EconomiX-CNRS, Université Paris Nanterre, Batiment Maurice Allais bureau 514,
200 avenue de la République, Nanterre 92001, France.

Dataset: PBC speeches are analyzed to measure
tone and its impact on stock prices using a high-
frequency methodology.

Control Variables: data related to PBC's policy action, macroeconomic fundamentals, external factors, supply
shock, markets' volatility, consumer and business confidence and economic uncertainty.



Review:

Context: examines the linguistic changes in RBI's MP
statements pre and post-inflation targeting (IT)
implementation and their impact on financial markets.

ML Approach:
Employs readability indices like the Farr-Jenkins-Paterson (FJP) index to assess statement complexity.
Applies ordinary least squares regression to examine the association between linguistic complexity and
financial market volatility.

PAPER 2:

Mathur, A., & Sengupta, R. (April, 2020). Analysing monetary policy statements of the Reserve
Bank of India. Indira Gandhi Institute of Development Research, Mumbai.

Dataset: monetary policy statements of RBI from pre
and post IT periods

Financial Metric Used: INDIAVIX



Review:

Context of the paper: extracting sentiments from MPS
of the Central Bank of Malaysia and assessing their
impact on financial markets,

Automated content analysis employed to extract sentiments from the MPS texts.
Three dictionaries method used
Sentiment derived based on the frequency of words categorized as positive/hawkish, negative/dovish 

PAPER 3:

Chong, E., & Ho, S. (2022). Measuring text-based sentiments from monetary policy statements – a
Malaysian case study using natural language processing. Central Bank of Malaysia.

Dataset: MPS published by the Central Bank of Malaysia
from August 2004 to September 2020

Financial Metric Used: Government Securities (MGS) yields and interest rate swap (IRS) rates within a one-day
window 

ML Approach:



Data Collection and
Preprocessing 



The data includes:

Bi-monthly minutes of the Monetary Policy Committee (FY 2014-15 to
Present)
The Governer’s statement after the quarterly monetary policy review
(FY 2013-14 to FY 2005-06)
Annual Monetary and Credit Policy & its mid-term review (FY 2004-05
to FY 2000-01)
FOMC minutes of meetings (FY 2000 to Present )

Data Data Data....



Steps to clean the data:

Removed punctuations
and stopwords

01.

Converted to all lowercase02.

Performed Lemmatization 03.

Data was collected by extracting text from PDFs and marking them
to a date manually. Basically, we created the dataset!



Feature extraction 



What is it?

Dictionary Approach

Assigns pre-defined sentiment scores to words or phrases.
Utilizes a pre-built dictionary or lexicon.
Analyzes text by comparing sentiment scores of individual words.
Determines the overall sentiment of the text based on these scores.

Our Approach
For this method, we use three dictionaries:

Two are off-the-shelf dictionaries: one was developed by Loughran & McDonald
(2011) (LM hereafter) tailored specifically to finance, and the other was developed by Correa
et al. (2021), which is a refinement of the LM dictionary catered to the financial stability
context. The features we have extracted are positive score, negative score,  neutral
proportion, and sentiment score ((positive-negative)/total)
We then construct another dictionary that combines both LM and Correa dictionaries and
refine it to better fit the monetary policy context.



What is it?

Readability Approach

Assess the ease of understanding financial or policy statements.
Farr-Jenkins-Paterson (FJP) index quantifies readability, incorporating factors tow
factors - one-syllable words per 100 words and average number of sentences.
Readability analysis considers grammar and sentence structure.
Reveals trends in communication clarity, impacting market sentiment understanding.

Our Approach

3. Mathur, A., & Sengupta, R. (April 2020). Analyzing monetary policy statements of the Reserve Bank of India. Indira Gandhi Institute of Development Research, Mumbai.

Using the formula for FJP index, we calculated a readability score and used it as one of
our features. 



Results



Word Embedding
Doc2vec

 Unsupervised algorithm used to generate distributed representations of
documents.

 
PV-DBOW (Distributed Bag of Words): In this model, the document vector is trained
to predict words randomly sampled from the document. It does not consider the
context words but preserves the semantics of the document.

Variable length text documents Vectors with fixed length dimensions

“The meaning of words lies in their use” -  Wittgenstein

Parameters for doc2vec: A vector size of 120, a window-size of 20, trained over 25
epochs, and using the distributed memory algorithm 



NIFTY50 weekly deltaNIFTY50 weekly delta

What financial data do we have??

Sourced from Jefferies FinHub Refinitiv Eikon 



In conversation with Dr. Sumantra Pal

Stakeholder engagement

We had a conversation with Dr.
Sumantra Pal, a member Indian
Economic Service, who visited the
Plaksha Campus recently. 
From this conversation, we
understood that there would be a
considerable amount of noise in our
target variable. 

To offset this, he suggested to
subtract all values by the benchmark
return of NIFTY50, which is 12% p.a. 

12
52 2x 0.46=



Data Augmentation
Back translation: We used this technique to increase the size of our train set by 2x.
Each entry of data was first translated into French and then back to English to give a
new and unique sentiment score. 



 ML Methodology

LSTM: LSTM: Long Short-Term MemoryLong Short-Term Memory

Suitable for long textual data, and time series data, which fits theSuitable for long textual data, and time series data, which fits the
bill well for our analysis of the reserve bank statements.bill well for our analysis of the reserve bank statements.

Two approaches:Two approaches:
Breaking the document into clusters ofBreaking the document into clusters of
450 words each450 words each
Maintaining document integrity to buildMaintaining document integrity to build
contextcontext



What is it?

LSTM

a type of recurrent neural network (RNN) architecture, designed to overcome the limitations
of traditional RNNs in capturing long-term dependencies in sequential data.

Our Architecture:

Input layer:
128 neurons

Dropout of 0.4

Custom Attention
Layer

Dense Layer:
3 Output neurons



Hyperparameter Tuning
=

Batch size of 7 and 8 - experimentally found that lower values yielded better results
Normalizing using MinMaxScaler()
Trained for 20 epochs when using RMSProp
Trained for 15 epochs with Adam - this gave us better results

We chose the “sparse_categorical_crossentropy” loss function because our target variable
was integer type, and this loss function directly calculates the loss between true labels and
the predicted probabilities

We use a 'softmax' activation function as it calculates the probabilities of our categories,
which is useful for our purpose.

We've also added dropouts of 0.4 in the model to help with the overfitting problem.



Performance Metrics



Approach 1
With sentence clusters

Since we break the sentences down from
documents, there is some context lost in
between, thus the sub-optimal results

Overall Precision: 0.5187690606380431
Overall Recall: 0.5165094339622641
Balanced Accuracy: 0.5058510425
Test Accuracy: 0.516509413719



Approach 2
Maintaining the document integreity 

Precision: 0.6672748386080931
Recall: 0.6689655172413793
Balanced Accuracy: 0.63920765438792

By not breaking the sentences down from
documents and preserving the context,
we were able to achieve relatively better
results shown above



Very few data pointsVery few data points01

Challenges faced :(

How did we tackle it?How did we tackle it?

We only had MPC data till 1997 with varying frequencies ofWe only had MPC data till 1997 with varying frequencies of
issues per year.issues per year.  

Data augmentation: Data augmentation: Back translation, breakingBack translation, breaking
Fomc data: Fomc data: The US FED also has had a historical impactThe US FED also has had a historical impact
on Indian markets. We analysed them as well by addingon Indian markets. We analysed them as well by adding
in our dataset.in our dataset.  



Lack of existing literature in Indian ContextLack of existing literature in Indian Context  02

Challenges faced :(

There was little to no data available in the Indian context forThere was little to no data available in the Indian context for
this problem statement, especially in case of a classificationthis problem statement, especially in case of a classification
problemproblem

How did we tackle it?How did we tackle it?

Spent time on :Spent time on :
selective feature extraction and data preprocessing,selective feature extraction and data preprocessing,
finalizing the model architecture with no benchmarks.finalizing the model architecture with no benchmarks.



03 Class imbalanceClass imbalance

Challenges faced :(

No comic, just a plot :\No comic, just a plot :\

How we decided to threshold itHow we decided to threshold it

We could not just arbitrarily choose a threshold ofWe could not just arbitrarily choose a threshold of
values to categorize our target variable into the 3values to categorize our target variable into the 3
categoriescategories

Found that a threshold of 1.75% gave us the mostFound that a threshold of 1.75% gave us the most
balanced classes, after discounting the offset frombalanced classes, after discounting the offset from
generalized growth in NIFTY.generalized growth in NIFTY.  



As a product for Investment firmsAs a product for Investment firms

Real world application:

With a richer dataset and more diverse financial metrics, thisWith a richer dataset and more diverse financial metrics, this
solution has a scope to scale.solution has a scope to scale.  
It can include Bank of International Settlements (for India)It can include Bank of International Settlements (for India)
documents,documents,    other international banks’ documents.other international banks’ documents.  

Purpose: Give an edge to these firms to beatPurpose: Give an edge to these firms to beat
competitors and get ahead of the market.competitors and get ahead of the market.  

Threat: Security concerns, risk in investmentsThreat: Security concerns, risk in investments



Thank you

That's a wrap!


